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Transparency of Research on Philanthropy 

René Bekkers, June 5, 20221 

 

How transparent is research on philanthropy, and how has it changed in the past decades? 
How are characteristics of research on philanthropy related to the level of transparency 
about data and methods? How can the degree of transparency be increased? These are the 
questions we seek to answer in the current project.  

 

Why philanthropy research transparency is important 

Transparency of data and methods is important because it is a necessary condition for the 
evaluation of the quality of research. Users of research in the practice of philanthropy and 
academic peers can only evaluate the quality of research when original research materials 
are documented, data are available, and when procedures used to obtain the conclusions 
from the analyzed data can be traced. Without these, low quality data, methods and 
conclusions wrongfully inform decisions about philanthropic funding, fundraising, the 
governance, management and regulation of philanthropic organizations, and tax incentives 
and other policies affecting philanthropy. 

Increasingly, funders of research require public availability of research publications, data and 
materials from grantees. The European Research Council (ERC) requires grantees in the 
Horizon Europe scheme to publish not only research publications with an open access (CC-
BY) license, but also deposit research data in a trusted repository, following the principle 'as 
open as possible, as closed as necessary'.2 

Recently, the Office of Science and Technology Policy (OSTP) of the US government issued 
a memo announcing that all federally funded research will require that “publications and their 
supporting data resulting from federally funded research [should be made] publicly 
accessible without an embargo on their free and public release” by the year 2026.3 

Exactly how transparent is research on philanthropy? To the best of our knowledge, no study 
to date has explored the level of transparency of research on philanthropy, and its trends 
and correlates. Still we can derive some expectations from the field of meta science 

 
1 Paper prepared for the 11th conference of the European Reseach Network on Philanthropy 
(ERNOP) in Zagreb, Croatia. The current text was written by René Bekkers for an open collaboration 
with contributions by Lucia Gomez Teijeiro, Giuseppe Ugazio, Louis Shekhtman, Dominik Meier, 
ChiaKo Hung, Caroline Fiennes, Cassandra Chapman, Ji Ma, Rita Kottasz, Lucinda George, Sabith 
Khan, Arvid Erlandsson, Amanda Lindkvist, Aoife O’Mahony, Francisco Santamarina, Joey Van 
Matre, and Iwona Nowakowska. You are welcome to join this project. All materials for the 
collaboration including the data analyzed here are available at https://osf.io/p5kxr/. Parts of the current 
version are based on Bekkers (2022). Please check https://osf.io/9ybha for the most recent version of 
this paper. Correspondence: René Bekkers, Vrije Universiteit Amsterdam, r.bekkers@vu.nl.  
2 https://erc.europa.eu/manage-your-project/open-science  
3 https://www.whitehouse.gov/wp-content/uploads/2022/08/08-2022-OSTP-Public-Access-Memo.pdf  
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(Peterson & Panofsky, 2023): research on research, particularly in the social and behavioral 
sciences.  

 

The distinction between data and methods transparency 

Transparency about data and methods refer to two different aspects of the research 
process. Data transparency means that it is clear which data were analyzed, and who, when, 
where, and how collected the data. Full data transparency does not mean that all data 
collected are publicly shared. It does include access to the processed data in which 
observations are anonymized to protect the privacy of individuals. Full data transparency 
also includes access to the research instruments that were used to produce the data, such 
as questionnaires, instructions for participants, topic lists, and so on.  

Methods transparency means that it is clear which methods were applied to derive 
conclusions from the data: the anonymization of raw data to processed data, and the 
treatment of processed data to obtain quotes, tables, and figures. In research reporting 
statistical analyses obtained with software full methods transparency includes access to the 
code that produces the results reported. In research reporting interpretations of data without 
software full methods transparency is more difficult to achieve, because authors may not be 
fully aware or able to describe all the criteria and private knowledge they used for the 
interpretation of data. 

Data transparency does not imply methods transparency: publications may identify the data 
source, but not disclose the methods used to analyze the data. Both are essential for a 
thorough evaluation of the validity of claims.  

 

Availability of research data 

A recent estimate by Serghiou et al. (2021), showed that only 8% of 27,000 articles from the 
Social Sciences included in the PubMed database provided access to data. In a smaller 
sample of 250 publications in Scopus-indexed outlets from the period 2014-2017, Hardwicke 
et al. (2020) find that 7% provided access to data. A study of 200 publications from the social 
sciences at a university in the Netherlands (Bekkers, 2023) found that 7% of empirical 
publications in 2018 referred to the underlying dataset with a link to a repository or other 
information about the data, and 6% of empirical publications in 2021 did so. Taken together, 
these estimates suggest that social science research publications only rarely provide access 
to the underlying data.  

Research on philanthropy is published in a variety of disciplines. Most studies on 
philanthropy appear in the social sciences, including public administration, (nonprofit) 
management and business administration, economics, and sociology. In addition, research 
on philanthropy also appears in the humanities (e.g., law, philosophy, linguistics) and the 
natural sciences (e.g., biology). Over time, the number of publications on philanthropy has 
increased, and also the variety of disciplines in which the research gets published.  
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Some authors who do not make data and materials available to users and reviewers through 
a repository promise that they will make data and materials available upon (reasonable) 
request. In a study among economists who had indicated in their publications that data and 
materials were available upon request (Krawczyk & Reuben, 2012), only 44% actually 
complied with such a request. Among psychologists who had published in the top journals of 
the field and promised data and materials would be available upon request, only 26% 
complied (Wicherts et al., 2006). In a study among researchers who published in Nature and 
Science, which both require authors to promise they will give access to research data, still 
only 40% of psychologists and social scientists complied with a request to access the data 
(Tedersoo et al., 2021). In other words, the promise that “data are available upon request” 
usually means that the data are not made available.  

 

Availability of code 

There is no reliable baseline for the prevalence of sharing code in the social sciences. It is 
likely to be even lower than the prevalence of data sharing. A study in epidemiology reports 
that only 2% of systematic reviews in PubMed shared code while 13% provided access to 
the data (Page et al., 2022). For meta-analyses with individual participant data in the health 
sciences, 0.5% shared code while 2% shared data (Hamilton et al., 2023). A study in the 
field of ecology, where the base rate of sharing research data (79%) is much higher than in 
the social sciences, sharing code is still relatively uncommon (27%), even when it is 
mandatory or encouraged by journal policies (Culina et al., 2020).  

When publications do not share the code that produces the results reported, it is difficult to 
assess whether methods transparency in the methods section of research reports is 
complete. In practice, the number of decisions that researchers make to derive conclusions 
from data is much higher than the word limit in a regular article permits to describe. 

 

Prevalence of significant results in statistical tests 

An indicator of a lack of methods transparency is an excess of significant p-values. P-values 
tend to be more common when they are just above the critical value of 1.96 for a statistically  
significant finding at the conventional p-value of .05. This pattern has been documented in 
sociology (Gerber & Malhotra, 2008a), political science (Gerber & Malhotra, 2008b), 
psychology (Simonsohn, Nelson & Simmons, 2014), communication science (Vermeulen et 
al., 2015), and economics (Brodeur, Lé, Sagnier, & Zylberberg, 2016). The excess of 
significant p-values is a sign of p-hacking (Simmons, Nelson & Simonsohn, 2011): 
researchers strategically make choices in the selection of observations and the statistical 
analyses to obtain findings that are statistically significant. The prevalence of p-hacking is 
particularly high in online experiments in marketing conducted through MTurk (Brodeur, 
Cook & Hayes, 2022). 
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Low statistical power 

Tests of hypotheses are not informative if they have insufficient statistical power. For effect 
sizes in the social sciences, which tend to be small, a relatively large number of observations 
is required to achieve high statistical power. There are no studies documenting the 
prevalence of a priori power analyses in social science research. In health education and 
behavior studies between 2000 and 2003, 9% of studies reporting on survey data include an 
a priori power analysis (Price et al., 2005). In recently published motor behavior research, 
13% of studies report a power analysis (McKay et al., 2022). In plastic surgery randomized 
control trials between 1990 and 2010, 12% of publications report a power analysis (Ayeni et 
al., 2012). For bone and joint surgery RCTs between 1988 and 2002 the prevalence of 
power analysis reporting is 6% (Bhandari et al., 2002).  

From test statistics and the number of observations reported in publications, statistical power 
can be computed post hoc. Using this approach, studies in psychology (Maxwell, 2004), 
economics (Ioannidis Stanley & Doucouliagos, 2017) and political science (Arel-Bundock et 
al., 2022) tend to be underpowered. 

 

A cost-benefit approach to correlates of transparency 

What characteristics of data, methods, authors, journals, and disciplines are likely to be 
correlated with transparency? We approach this question from a cost-benefit approach. For 
studies, authors, journals and disciplines reporting on data and methods that are less costly 
and more beneficial to document, data and methods transparency will be higher.  

 

Individual benefits 

The currency of academia is prestige, often measured with the number of citations to 
research publications. Publications with publicly available data and methods are cited better 
than publications that are less transparent (Piwowar & Vision, 2013; Colavizza et al., 2020). 
The citation advantage of data transparency creates an individual benefit to the users of 
publicly available data. However, the creators of data and code do not usually reap the 
rewards of these citations, because impact factors and tenure and promotion decisions 
typically do not reward citations of data and code (Buneman et al., 2020). Only when data 
creators write a citable research paper describing the data (e.g., Wilhelm, 2006) the 
advantage can materialize.  

 

Individual costs  

Data transparency requires little effort for authors reporting on existing data sets: they can 
simply include a reference to the source data. This is also their duty. By default, usage of 
data deposited in a data archive such as the ICPSR Archive or Dataverse, is only possible 
upon the condition of adequate citation of the data. Code books and user manuals for 
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surveys that include data on philanthropy, such as the European Social Survey and the 
Giving in the Netherlands Panel Survey, require users of the data to refer to the data.  

Authors reporting on newly collected data face higher costs of data transparency: they will 
have to create a repository for the codebook or user manual at a data archive, or make a 
citable description of the data available on a website. Extensive documentation of data and 
methods requires more effort than a quick and dirty flash report.  

When detected mistakes are intentional, for instance to obtain a certain result that helps 
secure promotion or future funding, they can endanger the reputation of authors if it is made 
public in the course of a research integrity complaint or journal article retraction. The higher 
the chance of detection of mistakes, the more effective transparency requirements will be in 
improving the quality of research.  

Violations of research integrity are like crime: when the probability of being detected is high 
enough, potential perpetrators will not engage in violations. Data from the Netherlands 
Survey of Research Integrity shows that a higher likelihood of being detected by a reviewer 
or collaborator for data fabrication is associated with a lower likelihood of engaging in 
questionable research practices (Gopalakrishna et al., 2022a) and a higher likelihood to 
engage in responsible research practices such as sharing data and materials 
(Gopalakrishna et al., 2022b). 

 

Collective benefits 

Data and methods transparency improve the reliability of published research (Smaldino, 
Turner & Contreras Kallens, 2019). Data and methods transparency increase the likelihood 
that users of research identify mistakes (Nosek, Spies & Motyl, 2012). The identification of 
honest mistakes creates a collective benefit in the form of improved reliability and validity of 
research. The level of transparency also has a communication benefit in interaction with 
users of research: open science research is generally viewed as more credible than closed 
science (Song et al., 2022). Scrutiny of transparent data and methods can also identify 
sloppy science such as incorrect reporting of statistical tests and insufficient adherence to 
rules of good practice.  

Studies with high statistical power, a preregistration, and full data transparency through 
publicly available data and code are more reliable and replicate well (Protzko et al., 2020). 
When studies are more replicable with the same methods and new data from the same 
target population, they are also more generalizable to other populations across time and 
place (Delios et al., 2022). 

While replication is a cornerstone for nomothetic social science research, i.e. research that 
seeks to identify and test regularities in human behavior, not all scholars in nonprofit and 
philanthropic studies seek such knowledge. An important type of research in our field seeks 
idiographic knowledge, i.e. detailed description and interpretation of particular cases without 
claiming generalizability to populations or individuals in other locations and times.  

 



6 

Collective costs 

The collective benefits of transparency come at a price. Journals, associations of 
researchers, and institutions can only reap the benefits of data and methods transparency if 
they invest in an infrastructure that verifies and incentivizes it. Journal editors and reviewers 
do not require authors of manuscripts under review to be fully transparent about all the 
choices they have made. As a result, mistakes are rarely detected in the classical peer 
review process (Altman, 1994; Smith, 2006, 2010). Without extensive training, peer 
reviewers are bad at catching mistakes in manuscripts (Schroter et al., 2008). Even at the 
journals with the highest impact factors, the review process does not successfully keep out 
bad science (Brembs, 2018). In the past decade, however, significant progress has been 
made. The number of journals that encourage data and methods transparency through a 
data and code availability statement or with a requirement to submit data and code has 
increased.   

While journal requirements to submit data and code can enhance the reliability of the 
published record of research (Smith, 2010; Munafo et al., 2017), they are not a guarantee 
that authors actually do share data and code. A data and code sharing policy is ineffective if 
it is not enforced (Stodden, Seiler, & Ma, 2018; Christensen et al., 2019). As the evidence on 
the prevalence of data and code sharing mentioned above illustrates, compliance with 
policies is typically low. The low compliance is likely to be the result of the lack of 
enforcement by journal editors and publishers. Authors should not only be required to share 
data and code, but a data editor should also verify the computational reproducibility of the 
data and code. Few journals are willing to incur the costs of appointing such an editor. For 
studies relying on experiments, a mandatory data and code sharing policy was introduced in 
July 2020 (Bekkers, 2020). Computational verification by the area editor ensured that the 
data and code produced the results reported in the manuscript. For other types of studies, 
however, data and code are not yet required.  

The policy for experiments at NVSQ was the result of a workshop at the 2019 ARNOVA 
conference (Bekkers, 2019). With an eye to the epistemic diversity (Leonelli, 2022) of our 
field, the journal editors formed working groups to establish guidelines for the evaluation of 
submissions of manuscripts reporting on different types of research. The indicators of 
research quality for hypothesis testing research differ from indicators that hold for research 
that does not test hypotheses and does not seek knowledge on regularities in behavior. 
Hence it is important that communities of researchers working with different types of data 
and with different research goals specify which indicators they consider to be relevant in the 
evaluation of research quality. Guidance on data and methods transparency for authors 
submitting manuscripts and for reviewers evaluating them should discriminate between 
types of research.  

 

Using computational social science to quantify data and methods transparency 

The increasing pace of research publication in the field of philanthropic studies (Ma & 
Konrath, 2018) makes it increasingly difficult to keep track of trends. Computational social 
science techniques can help automate labor intensive tasks such as human coding (Ma et 
al., 2021). Advancements in natural language processing have enabled software engineers 
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to build tools that automatically screen full texts of articles and extract information about 
ethics statements, randomization, sample sizes, sharing of data and code, and other 
indicators of research quality (Menke et al., 2020; Riedel, Kip & Bobrov, 2020; Serghiou et 
al., 2021; Zavalis & Ioannidis, 2022). With the current project, we contribute to an 
infrastructure for peer review in which manuscripts can be screened automatically and 
scored with respect to transparency indicators. 

Just like artificial intelligence facilitates plagiarism detection, it can also enable the evaluation 
of data and methods transparency in the peer review process by screening manuscripts for 
errors and the presence of information about relevant indicators of research quality. While 
peer review should not be automated, artificial intelligence will certainly help improve peer 
review (Schulz et al., 2022). One example of a useful tool is StatCheck, which helps 
reviewers check the consistency between reported p-values and the test-statistics 
(http://statcheck.io; Nuijten & Polanin, 2020). Another example of a useful tool is the p-curve 
app, which quickly provides reviewers with relevant information about the evidentiary value 
of a set of experiments (https://shinyapps.org/apps/p-checker/; see Simonsohn, Nelson & 
Simmons, 2014a, 2014b). 

 

Data and methods 

In the current version, we report on the current state of research on philanthropy in five 
journals: Nonprofit & Voluntary Sector Quarterly (NVSQ), Voluntas, Nonprofit Management & 
Leadership (NML), Journal of Philanthropy and Marketing (JPM) and Voluntary Sector 
Review (VSR). We consulted these journals’ webpages and analyzed the content of the 
most recent issues.4 For each publication, René Bekkers (RB) manually coded: 

1. The number of authors;  
2. The disciplinary affiliation of authors; 
3. Whether the research is empirical or not; 

For empirical publications, RB determined  

1) whether the name of the dataset is provided or a reference to it; 
2) whether a link to the data analyzed is provided; 
3) whether a link to a code file producing the results is provided; 
4) how many observations are analyzed (n); 
5) whether the study is experimental vs cross-sectional vs longitudinal; 
6) whether philanthropy is the dependent or independent variable; 
7) whether giving behavior or intentions are reported; 
8) for giving behavior: whether it is observed or self-reported; 
9) what population the study participants is assumed to represent; 

 
4 NVSQ: https://journals.sagepub.com/toc/nvsb/52/3 
Voluntas: https://link.springer.com/journal/11266/volumes-and-issues/34-2   
NML: https://onlinelibrary.wiley.com/toc/15427854/2023/33/4  
JPM: https://onlinelibrary.wiley.com/toc/26911361/2023/28/2 
VSR: https://bristoluniversitypressdigital.com/view/journals/vsr/14/1/vsr.14.issue-1.xml  
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10) which mechanisms in giving behavior (Bekkers & Wiepking, 2011) are 
analyzed. 

In future versions of this paper, we will extend the analyses with samples from the 
Knowledge Infrastructure for Nonprofit and Philanthropic Studies (KINPS, Ma et al. 2022; 
described in Ma et al., 2021) and other bibliometric databases such as dimensions.ai  
(https://www.dimensions.ai/who/researchers/) and OpenAlex 
(https://github.com/ourresearch).  

 

Results 

Table 1 shows data and methods transparency indicators for articles in the most recent 
issues of NVSQ, Voluntas, and NML, as well as some other characteristics. The average 
number of authors of articles in NVSQ (2.5) is somewhat higher than in Voluntas (2.3), with 
NML scoring in between (2.4). Articles in JPM have the lowest number of authors (1.9). In 
NVSQ and Voluntas Public Administration is the most common affiliation of contact authors. 
In NML Public Administration and Communication Research tied for best representation. In 
JPM Business Administration was best represented. The modal discipline in the most recent 
issue of VSR is (mental) health research. 

More than three quarters of articles in the most recent issues of the four journals are 
empirical studies (see Table 1). In NML and VSR all articles reported on empirical data.  

 

Data transparency 

The findings on data transparency are encouraging. In the most recent issues of the five 
journals publishing research on philanthropy the prevalence of data sharing is higher than in 
the social sciences at large. Data transparency is highest in the most recent issue of NML. 
20% of empirical articles (2/10) link to the source data analyzed, and another 20% (2/10) 
refer to the name of the dataset without providing a bibliographic reference or link. Of the 
empirical articles in VSR, 45% (5/11) provide details about the data analyzed. One article 
provides a link to the source data, another to the name of the dataset, and three provide a 
bibliographic reference. Among the empirical articles in NVSQ, 18% refer to the dataset with 
a link to a repository. None of the other empirical articles refer to the data source with either 
a reference to the data or the name of the dataset. None of the NVSQ articles that shared 
data and code were accepted under the data and code submission policy for experiments.  

Of the empirical articles in Voluntas, 13% (2/15) provide the name of the dataset analyzed, 
and one article links to the source data.  

Linking to original research materials is more rare. Around one fifth of articles in NML and 
NVSQ do so. In JPM this is one out of seven. In Voluntas one out of fifteen. None of the 
articles in VSR linked to original research materials. In NML and JPM articles, some of the 
articles provided some of the instructions for participants in experiments in appendices.  
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Table 1. Data and methods transparency indicators in five nonprofit and philanthropy 
journals 

 NVSQ Voluntas NML JPM VSR All 

Volume, issue 52 (3) 34 (2) 33 (4) 28 (2) 14 (1)  

number of articles 12 17 10 8 11 58 

# authors 2.5 2.3 2.4 1.9 3.1 2.5 

Most common discipline PA PA PA/CR BUS HLTH PA 

% empirical 92 88 100 75 100 91 

       

% name of dataset 0 13 20 0 9 9 

+ reference to dataset 0 0 0 14 27 8 

+ link to dataset 18 7 20 0 9 11 

link to materials 18 7 20 14 0 11 

link to code 9 0 0 0 0 2 

       

median n 577 166 817 332 1367 611 

% experiment 27 0 10 33 0 11 

% cross-sectional 55 93 80 67 100 79 

% longitudinal 9 13 10 0 0 8 

Most common 
population 

China USA USA USA UK USA 

       

% philanthropy outcome 50 13 20 50 36 28 

% philanthropy input 13 13 0 0 18 8 

% on giving behavior 100 100 100 33 100 83 

% on giving intentions 0 0 0 67 0 17 

% giving is observed 67 0 0 0 100 25 

% giving is self-reported 33 100 100 100 0 75 

       

Most common 
mechanism 

psychological 
benefits 

NA costs efficacy costs costs 
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Transparency and properties of methods  

Sharing code is rare in the five journals. Only one of the 58 empirical articles (2%) provided 
access to the code for the analyses. This article appeared in NVSQ.   

The median number of observations is much higher in NVSQ, NML and VSR than in 
Voluntas and JPM. This is likely to be the result of a higher proportion of studies reporting on 
administrative data and survey data in NVSQ, NML and VSR. Interviews are a more 
common source of data for articles in Voluntas. JPM publishes the highest proportion of 
experiments.  

The most common research design in the five journals is cross-sectional (79%), with 
experiments and longitudinal designs having about equal representation. Between journals 
there are considerable differences. VSR only published cross-sectional designs. About 30% 
of articles in JPM and NVSQ are experiments.  

The most commonly studied populations in the empirical articles are from the USA. The 
second most commonly studied populations are from China. 

 

Aspects of philanthropy 

36% of articles (19/53) are about philanthropy in the broadest sense - including studies of 
fundraising, volunteering, and blood donation. Philanthropy is more commonly studied as an 
outcome variable (28%) than as an input (8%). Most studies on philanthropy in the narrow 
sense of donating money measure giving behavior (83%, 10/12). JPM is an exception, with a 
majority of studies measuring giving intentions. Charitable giving is mostly self-reported 
(75%) rather than observed (25%). Among the mechanisms that drive charitable giving, the 
material costs of donating are most commonly studied, such as tax incentives for charity 
donors, perks for blood donors, and time pressure for volunteers.   

 

Planned data collection 

In future versions, we will determine:  

a. whether an a priori statistical power analysis is reported; 
b. what the statistical power is achieved by the number of observations and the 

research design; 
c. which population the data was sampled from (e.g., general population, student 

sample, Mturk workers, Prolific participants, volunteers) 
d. which sample selection strategy was used; 
e. whether the dataset provides annotated metadata for reproducibility; 
f. whether the data analyzed were collected through registers, surveys, or interviews; 
g. whether behavior in experiments is incentivized or not; 
h. how transparent data and methods are documented in the paper; 
i. for hypothesis testing studies:  

i. what are the test statistics?  
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ii. are the reported p-values accurate / consistent with test statistics? 
iii. is it a replication study? 

Using the available data,  

1. We will attempt to train a classifier for publications indicating whether the research is 
empirical or not, based on classifications of publications of VU Amsterdam (Bekkers, 
2023). Only empirical research publications will be retained. These classifiers can be 
based on manually produced classifications of publications of VU Amsterdam. 

2. We will develop rule-based algorithms to determine whether data presented is from a 
survey or not, is from a register or not, and contains an experiment or not. These 
classifiers can be based on manually produced classifications of publications of VU 
Amsterdam.  

3. We will use rule-based algorithms from Serghiou et al. (2021) that classify whether 
data and code are shared or not. 

4. We will attempt to train a classifier for publications indicating whether giving is self-
reported or observed, based on classifications of publications included in the Science 
of Generosity review article by Bekkers & Wiepking (2007).   

5. We will attempt to train classifiers for research quality indicators, based on data from 
Soderbergh et al. (2021) posted at https://osf.io/aj4zr/. 

6. We will develop rule-based algorithms to determine in which academic disciplines 
researchers are employed and in which research has been published, based on 
classifications of publications included in the database for the Science of Generosity 
review article by Bekkers & Wiepking (2007). 

7. We will develop rule-based algorithms to determine the country or countries in which 
the data were collected. 

8. We will manually enter information about the data and methods used in research 
when extracting this information cannot be automated. This probably goes for the 
number of observations, the target population, test-statistics, and which mechanisms 
in giving behavior are studied. 

Once the dataset has been constructed, the correlates of data and methods transparency 
can be studied.  

 

Discussion 

In the current study, we measure the transparency of philanthropy research among 
publications in journal articles. It is well-known that publications are a highly selective sample 
of all research conducted. Authors are less likely to submit research for publication when 
they expect the chances of acceptance to be lower. As a result, many studies never get 
published – a problem known as the ‘file drawer’. Because of the reliance on published 
research, the current results are not representative for all philanthropy research.  

The published record of research is selective with respect to the significance of findings and 
the degree of support for hypotheses. The restriction to published journal articles also 
implies that internal research within nonprofit organizations is not well-represented. Three of 
the authors in the current set of publications did not have an academic affiliation.  
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We focused on data and methods transparency. In a fully transparent workflow, not only 
data and methods are publicly available for review and reproduction. Fully transparent 
research also provides access to the reviews and revisions made in response to the reviews. 
It describes the sources of funding for research, who contributed what, the origins of 
research ideas, and the order in which the research was conducted: did the study start with 
a data set or with a research question, did theories or findings motivate hypotheses? 
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